
A Short Summary of Multi-Agent Combinatorial Path Finding with
Heterogeneous Task Duration (Extended Abstract)

Yuanhang Zhang, Hesheng Wang, Zhongqiang Ren
Shanghai Jiao Tong University, No.800 Dong Chuan Road, Minhang District, Shanghai, 200240, China

yuanhang0610@gmail.com; wanghesheng@sjtu.edu.cn; zhongqiang.ren@sjtu.edu.cn

Multi-Agent Path Finding (MAPF) seeks a set of
collision-free paths for multiple agents from their start to
goal locations while minimizing the total arrival times. We
consider a generalized problem of MAPF, called Multi-
Agent Combinatorial Path Finding (MCPF), which requires
the agents to visit a set of intermediate target locations be-
fore reaching their goals. MCPF arises in applications such
as manufacturing and logistics, where the robots need to col-
lect finished parts from machines to storage. MCPF is chal-
lenging due to both the collision avoidance between agents
as in MAPF, and target sequencing, i.e., solving Traveling
Salesman Problems (TSPs) to find the allocation and visit-
ing orders of targets for all agents. Both the TSP and the
MAPF are NP-hard to solve to optimality, and so is MCPF.

Although several approaches have been developed (Hönig
et al. 2018; Ma and Koenig 2016; Ren, Rathinam, and
Choset 2023, 2021; Zhang et al. 2022; Surynek 2021; Brown
et al. 2020; Ren et al. 2023) to handle MCPF and its vari-
ants over the past few years, most of them ignores or sim-
plifies the task duration at a target location, which is ubiq-
uitous in practice and is the main focus of this paper. In
other words, when a robot reaches a target to execute the
task there, it takes time for the robot to finish the task, and
during this period, the robot has to occupy that target loca-
tion and thus blocks the paths of other agents. Additionally,
when sequencing the targets, the task duration must be con-
sidered when solving the TSPs to optimally allocating the
targets and finding the visiting order. Furthermore, task du-
ration can be heterogeneous with respect to the agents and
targets: different agents may take different duration for the
task at the same target, and for the same agent, different tar-
gets may require different duration.

To handle task duration, we formulate a new problem vari-
ant of MCPF called MCPF-D, where D stands for heteroge-
neous task duration (Fig. 1). MCPF-D generalizes MCPF
and is therefore NP-hard to solve to optimality. We then de-
velop two methods to solve MCPF-D. More detail of this
work can be found in (Zhang, Wang, and Ren 2023), and we
only summarize the main ideas in this report.

The first method has no solution optimality guarantee. It
begins by ignoring the task duration and using an existing
planner for MCPF to find a set of paths, and then post-
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Figure 1: Example Problem. (c) shows a 4×4 grid represen-
tation of the workspace and each cell is encoded with a num-
ber as shown in (b). There are three targets 6, 9, 10, which
are marked as square in (c). The color of the targets in (c)
shows the assignment constraints. For instance, the task at
target 10 can only be executed by the green agent with task
duration 1, or by the yellow agent with task duration 4. The
S and G shows the initial and goal locations of the agents.

processes the paths to incorporate the task duration while
avoiding collision among the agents. The post-processing
leverages the idea in (Hönig et al. 2018) to build a temporal
planning graph (TPG) to capture the precedence requirement
between the waypoints along the agents’ paths, and then add
the task duration to the target locations while maintaining
the precedence to avoid agent-agent collision. While being
able to leverage any existing planner for MCPF, this first
method only finds a sub-optimal solution to MCPF-D and
the solution cost can be far away from the true optimum es-
pecially in the presence of large task duration. We instantiate
this method by using CBSS as the MCPF planner and name
the resulting algorithm CBSS-TPG.

To find an optimal solution for MCPF-D, we develop
our second method called Conflict-Based Steiner Search
with Task Duration (CBSS-D), which is similar to our prior
CBSS (Ren, Rathinam, and Choset 2023) that interleaves
target sequencing and path planning. However, CBSS-D
needs to consider task duration during planning, and there
are two main differences between CBSS-D and CBSS. First,
CBSS-D needs to solve TSPs with task duration to find op-
timal target sequences for the agents to visit, and thus modi-
fies the target sequencing in CBSS. Second, when an agent-
agent collision is detected during path planning, CBSS-D



Figure 2: The success rates of CBSS-TPG and CBSS-D with
various number of targets M and task duration τ . The maze
is harder than the random map in general and both algo-
rithms achieve similar success rates.

introduces a new branching rule, which is based on the task
duration, to resolve the collision more efficiently than using
the basic branching rule in CBSS.

In our tests, both CBSS-TPG and CBSS-D can handle up
to 20 agents and 50 targets, and the solution cost returned
by CBSS-D is up to 20% cheaper than CBSS-TPG espe-
cially when the task duration is large. Furthermore, the new
branching rule in CBSS-D is able to help avoid up to 80%
of the planning iterations needed for collision resolution in
comparison with the regular branching rule in CBSS.

Selected Results
We compare CBSS-D and CBSS-TPG for N = 10,M ∈
{10, 20, 30, 40, 50} and τ i(v) ∈ {2, 5, 10, 20}. We test with
two maps, Random 32×32 and Maze 32×32. Every test in-
stance has a runtime limit of 60 seconds. Fig. 2 and 3 report
the corresponding success rates and cost ratios. The cost ra-
tio is the solution cost difference divided by the solution cost
of CBSS-D. For the success rates, as M increases, the cor-
responding TSP is harder to solve and thus the success rates
decrease. In addition, CBSS-D and CBSS-TPG have similar
success rates in general. For the cost ratios shown in Fig. 3,
CBSS-D finds better (up to 20% cheaper) solutions than
CBSS-TPG does, especially when τ (i.e., the task duration
at each target) is large. This is expected since CBSS-TPG
does not consider task duration in planning and simply let
the related agents wait till the other agents finish their task,
while CBSS-D considers task duration during planning.
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